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ABSTRACT
We describe a setup for the analysis of secondary ions and neutrals emitted from solid surfaces and two-dimensional materials during irradi-
ation with highly charged ions. The ultrahigh vacuum setup consists of an electron beam ion source to produce bunches of ions with various
charge states q (e.g., Xe1+–Xe46+) and thus potential energies, a deceleration/acceleration section to tune the kinetic energy of the ions in
the range of 5 keV to 20 × q keV, a sample stage for laser-cleaning and positioning of freestanding as well as supported samples, a pulsed
excimer laser for post-ionization of sputtered neutrals, and a reflectron type time-of-flight mass spectrometer, enabling us to analyze mass
and velocity distributions of the emitted particles. With our setup, contributions from potential and kinetic energy deposition can be studied
independently of each other. Charge dependent experiments conducted at a constant kinetic energy show a clear threshold for the emission
of secondary ions from SrTiO3. Data taken with the same projectile charge state, but at a different kinetic energy, reveal a difference in the
ratio of emitted particles from MoS2. In addition, first results are presented, demonstrating how velocity distributions can be measured with
the new setup.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0025812., s

I. INTRODUCTION

It is well known that the interaction between highly energetic
ions and solids leads to the emission of atoms, ions, and elec-
trons, and thus to various kinds of surface modifications. In par-
ticular, highly charged ions (HCIs) provide a unique opportunity
for nanoscaled modifications and thus defect engineering as most
of their energy is stored in form of potential energy due to the
removal of electrons, which is released upon impact into a nano-
metric volume. Depending on the material different kinds of modi-
fications can be observed after HCI irradiation.1–3 For example, for
slow HCI surface modifications like pits in KBr4,5 and hillocks in
CaF2,6 even craters in TiO2

7 and Si7 have been observed. The discov-
ery of two-dimensional (2D) materials in 20048 sparked new interest
in the field as these materials are practically nothing but surface.

Hopster et al. were the first to study HCI induced defects in a two-
dimensional material30 and since then this material class has become
increasingly popular for defect engineering9 and basic research on
ion–solid-interactions10 alike. For example, defect engineering by
ion, and in particular, HCI irradiation may be used to drill pores,
which is of particular interest as perforated membranes are envi-
sioned for various applications like DNA sequencing11–13 and water
desalination.14 Freestanding 2D samples, on the other hand, have
enabled investigations of the HCI surface interaction mechanisms
like charge transfer in great detail.15–18 In those experiments, the
charge state of HCI transmitted through graphene, as well as the
electron and photon emission taking place during the irradiation,
was analyzed.

Although the latter experiments provided deep insight into the
charge exchange processes, they did not yield any information on
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the target’s modification. To investigate this aspect, the sample was
taken out of the ultra-high-vacuum (UHV) setup and was analyzed
post-mortem in a scanning transmission electron microscope. The
same is also true for the above-mentioned studies on bulk samples,
where typically post-mortem tools have also been used to study the
defect creation. This means that there is lack of information because
direct data on the particles emitted from the target during HCI irra-
diation are missing. To solve this problem, we have set up a UHV-
beamline connected to an analysis chamber to obtain complemen-
tary information onHCI-induced particle emission, which was hith-
erto inaccessible. The design of our beamline enables us to vary the
kinetic energy of the HCI independent of their charge state (corre-
sponding to their potential energy) in a wide range. For the analysis
of emitted secondary ions and neutrals from well-prepared surfaces
and 2D materials, we make use of time-of-flight (ToF) mass spec-
trometry in combination with an excimer laser for post-ionization,
allowing us to obtain mass and velocity distributions. In this paper,
we provide a detailed description of the UHV setup, the associated
measurement techniques, and present the first results demonstrating
the capabilities of our experiment.

II. EXPERIMENTAL SETUP
Our setup dedicated to the investigation of highly charged-ion

induced collisions at surfaces (called HICS in the following) consists
of four major components: (i) the ion source, (ii) the ion lift for de-
acceleration and acceleration, and the analysis chamber consisting of
(iii) the sample stage and (iv) the mass spectrometer. An overview of
the complete setup is given in Fig. 1, and each of the components
will be described in detail. In addition, typical beam parameters
are presented as a reference for both material modification by ion
irradiation (Table I) and mass spectrometry (Table II).

A. Ion source
The key element of our setup is an electron beam ion source

(Dresden EBIS-A from DREEBIT GmbH, Germany19), which gen-
erates highly charged ions. The operation principle is based on the
successive removal of electrons from trapped ions by electron impact
ionization. For this purpose, a focused electron beam ionizes gas
atoms within three drift tubes. These tubes build a trap for charged

TABLE I. Typical operating parameters for HCI irradiation at the HICS beamline in
Duisburg. For selected kinetic and potential energies, the ion current of a beam
focused to a diameter of 1 mm is presented.

Ekin (keV) Epot (keV) Ion current (pA)

5 39 (Xe40+) 0.08
20 0.1 (Xe4+) 2.25
20 39 (Xe40+) 0.1
140 2.6 (Xe16+) 60
200 12 (Xe28+) 12
260 12 (Xe28+) 4
260 39 (Xe40+) 0.8
260 59 (Xe45+) 0.028
400 12 (Xe28+) 16

particles due to an electric andmagnetic potential gradient. The elec-
tric potential of the drift tubesU0 is typically limited to a range of 3.5
kV–11 kV with reference to the beamline. The acceleration voltage
of the ions U ion is, however, given by U ion = U0 − UA with a typical
trap depth of UA = 180 V. Therefore, the ions exit the source into
the beamline (kept at ground potential) with a kinetic energy of Ekin
= q ⋅U ion. In general, the operation of the EBIS allows the generation
of pulsed ion beams as well as DC beams. In our experiments, we
typically used pulsed beams, which are described in the following.
The charge state distribution of ionized atoms is defined by the time
spent inside the trap, which is controlled by switching the potential
state of the last drift tube (closed: UB1 = UB2 = U0 and open: UB2< U0). With the lowering of the last potential UB2, the ion bunch is
thus released into the beamline. Noble gases such as argon (up to q
= 18+) and xenon (up to q = 46+) are typically used as projectiles.
The base pressure within the ion source is 2.7 ⋅ 10−10 mbar, and the
noble gas pressure depends on the chosen charge state, for example,
3.5 ⋅ 10−10 mbar for Xe46+ up to 6.5 ⋅ 10−9 mbar for Xe2+.

A x- and y-deflector, as well as an electrostatic lens, is used
to align the ion beam before a bending sector magnet (Danfysik—
bending radius of 90○) separates the ions with different charge states
contained within the bunch into packages containing exclusively

FIG. 1. Schematic view of the HICS setup showing the EBIS ion source (1), bending sector magnet (2), deflection unit (3), ion-lift (4), lens system (5), irradiation chamber (6),
vacuum lock (7), manipulator (8), ToF-SIMS (9), and excimer laser (10).
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TABLE II. Typical parameters for HCI—secondary particle time of flight measurement
at the HICS beamline in Duisburg. In recent experiments, we used kinetic energies of
5 keV, 20 keV, and 260 keV although faster ions are also possible (see, e.g., Fig. 5).
All these primary ion bunches have an FWHM of about 1 �s.

Ekin (keV) Epot (keV) Ions/pulse

5 3 (Xe17+) 2500
5 21 (Xe33+) 680
5 39 (Xe40+) 300
20 3 (Xe17+) 6600
20 21 (Xe33+) 1600
20 39 (Xe40+) 1300
260 9 (Xe26+) 5100
260 21 (Xe33+) 2800
260 39 (Xe40+) 2300

ions with a specific charge q over mass m ratio. By choosing the
correct magnetic field strength B, only one q/m-ratio may pass the
magnet under the desired deflection angle of 90○, pass through the
aperture, and finally enter into the beamline tube. If the extracted
q/m pulse is too long in time for a given experiment, a second deflec-
tor after themagnet can be used to cut out a temporally defined pulse
structure. This well-defined ion pulse can be detected by ion–current
measurements realized by a Faraday cup (FC) within the irradiation
chamber. With the help of a current/voltage amplifier (DHPCA-
100 Femto) and a 500 MHz 2.45 GS/s oscilloscope (Tektronix DPO
3052), ion–currents of a few fA are measurable.

B. Ion lift
As outlined in Sec. II A, the acceleration voltage of the ion

source is limited to a range of 3.5 keV ≤ U ion ≤ 11 keV. This means
that, e.g., a Xe40+ ion, with a potential energy of 39 keV, would
have a kinetic energy of 150 keV–440 keV, making it practically
impossible to study any effects dominated by the potential energy.
Thus, to extend this range, we have implemented a novel decelera-
tion/acceleration system. The most common method to manipulate
the kinetic energy of ions is to shift the electrostatic potential of
the ion source and the target with respect to each other, so that
the ions have to pass a potential gradient. However, this method
goes along with serious operating restrictions, because the associ-
ated control and measurement devices also need to be shifted to
the correct potential, and for security reasons, the installation of a
Faraday cage is inevitable to screen the high-voltage segment of the
setup. To ensure security and keep operation as simple as possible,
we have chosen a dynamic method instead, where the beamline is
kept at ground potential the whole time. To this end, a 1.5 m electri-
cally insulated metal tube is mounted inside the vacuum tube, which
can be switched to a potential U lift. As this is a new concept, we will
describe the ion lift and its operation in detail in the following para-
graphs. The operating principle of deceleration is illustrated in Fig. 2.
The ion bunch, represented by the hatched ellipse, is generated in
the source at the potential U ion and thus has a kinetic energy of Ekin
= q ⋅U ion upon leaving the ion source. To modify this energy,
the tube of the ion lift is initially grounded but as soon as the

FIG. 2. Schematic presentation of the principle idea of the ion lift.20 The ion bunch
is generated with the potential Uion and accelerated toward ground potential upon
leaving the ion source. Once the complete bunch is within the ion lift tube, the
potential is rapidly switched to a negative voltage Ulift . When leaving the lift, a
potential barrier has to be overcome, which causes the kinetic energy of the ions
to decrease. Along the deceleration path, the ions move through a ten-segment
lens system to prevent defocusing of the ion bunch. By using a positive Ulift , an
acceleration of the ions can be realized as well.

complete ion bunch has entered the tube, the potential of the inner
tube is rapidly switched to a voltageU lift via a fast high voltage switch
(Behlke HTS 151-03-GSM). As long as the HCI are inside this tube,
no force acts upon them. Once they leave the tube, however, they
have to overcome a potential wall on their way toward the target. To
suppress defocusing of the ion bunch when leaving the ion lift due to
deceleration, a lens system consisting of ten electrodes was installed
to refocus the bunch onto the target. Reaching the target, the remain-
ing kinetic energy is Ekin = q ⋅ (Uion +Ulift). The sign of the voltage
U lift determines whether the ions are accelerated or decelerated. In
our setup, U lift can be tuned from −10 kV to +10 kV. For higher
voltages, electrical insulation is no longer sufficient.

To ensure correct operation, the spatial length of the ion bunch
has to be smaller than the tube length of the ion lift. Since the ion
bunches generated by the EBIS-A do not always meet this criterion,
an additional deflector (3) has been implemented into our setup to
shorten the length of the ion pulse. This is achieved by switching on
a blank voltageUblank = 500 V at a specific time tblank (with respect to
the ion extraction) when the ion bunch passes the deflector. While
the front part passes the deflection unit unaffected, the rear part is
deflected into the steel chamber of our setup and is therefore no
longer available for the experiment. Figure 3 shows the effect of the
deflection unit on the structure of a Xe40+ pulse at a kinetic energy
of Ekin = 260 keV.

The curves represent the current measurement in the Faraday
cup in the irradiation chamber as a function of tflight, which is the
time the ions need to arrive at the Faraday cup after they have been
extracted from the ion source. Focusing on the original pulse struc-
ture, represented by the gray curve in Fig. 3, the first HCI is detected
at tflight ≤ 9 �s, whereas even at tflight ≥ 12 �s ions still reach the
Faraday cup as can be seen from a significant ion current. It can
therefore be concluded that the pulse width of the ion bunch is ≥3
�s. With kinetic energy of Ekin = 260 keV, this corresponds to a pulse
length of ≈1.9 m, which exceeds the length of the ion lift tube by
0.4 m. The set of curves shown in Fig. 3 demonstrates how the struc-
ture of the ion bunch changes depending on tblank, which denotes
the time when the deflection voltage is activated. Starting at tblank
= 6.6 �s, one can observe an abrupt decrease of the ion current at
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FIG. 3. Ion current measurement in the Faraday cup at the sample stage to analyze
the pulse structure of Xe40+ ions with a kinetic energy of 260 keV.20 Depending
on the activation time of the deflecting voltage the pulse length can be tailored.
Note that only the difference of 2 �s in the deflection time can be identified since
the pulse is cut short at the end, and therefore, the starting time has no signifi-
cance.The original pulse structure without applying a deflection voltage is shown
in gray, and the red pulse (at tblank = 5.8 �s) marks the one used for the demonstra-
tion of the ion lift in Figs. 4 and 5. From Kozubek, Analyse von Defektstrukturen
in Zweidimensionalen Materialien Nach der Interaktion mit Hochgeladenen Ionen.
Copyright 2018 Universitätsbibliothek Duisburg-Essen. Copyright 2018 Author(s),
licensed under a Creative Commons Attribution 4.0 License.

tflight = 11.5 �s, which corresponds to chopping of the rear part of
the ion bunch. For decreasing tblank, one can see how this abrupt
decrease in current shifts toward smaller tflight, while the front part
of the ion bunch remains largely unaffected. The pulsed mode of the
ion source causes a quick-rising leading edge of the pulse that, com-
pared to the long tail, does not require additional deflecting. As a
result of the deflection, the ion bunch length is reduced as intended,
but with the obvious drawback, the number of ions per ion bunch is
reduced. To minimize this effect, we use the front part of the pulse,
which has the highest ion current. A compromise between a short
pulse length and a large number of ions per bunch is depicted in red
at a blank time of tblank = 5.8 �s. For this case, only 20% of the ions
are lost, whereas the pulse length is reduced to a value of around 2 �s,
corresponding to a pulse length of ≈1.2 m, which is well below the
length of the ion lift. All measurements presented in these following
paragraphs were, therefore, acquired with this value of tblank.

In this paragraph, we demonstrate the operation of the ion lift
by purposely changing the timing tlift toward both earlier and later
timings with the ion lift switched to a fixed voltage of U lift = −4 kV.
Again, we detect the ion current in the Faraday cup, while changing
tlift. To ensure good comparability with the measurements regard-
ing the flight duration of the ions, we have set the potentials of the
focusing lens system to a constant value. We have chosen the set of
voltages such that the ion current is at its maximum for the strongly
decelerated ions. For ions of other kinetic energies, however, the
focusing is not optimal, which leads to a loss of current intensity.
For this reason, we will focus only on the temporal changes of the
ion pulses and omit the discussion of current intensities.

The temporal shape of the ion pulse for 7.4 �s ≤ tlift ≤ 9.2 �s is
shown in Fig. 4(c). For tlift > 9.2 �s, shown in black at the bottom
of the graph, the lift was switched to a negative voltage after the ion
bunch has passed the tube so that the ion’s kinetic energy remains
unaffected. As the time tlift is reduced, one can observe that the ion
bunch is split into two parts at the exit of the ion lift, as illustrated
in Fig. 4(a). This is due to the fact that the front part has already left
the tube and therefore remains unaffected (ion bunch outlined in
black in the sketch), whereas the rear part is still located within the
ion lift and as a result is reduced in potential, which consequently
leads to a deceleration on the way toward the sample (ion bunch
outlined in blue). This manipulation of the kinetic energy of the rear
part leads to a delay of these ions and therefore to a clear differenti-
ation between both ion pulse parts in the current measurements as
indicated by the dashed red line in Fig. 4(a). For 6.9 �s ≤ tlift ≤ 7.4 �s,
the complete ion bunch is located within the lift tube, so that all ions
are decelerated and no splitting occurs.

The pulse structure for 5.1 �s ≤ tlift ≤ 6.9 �s is shown in Fig. 4(d).
Here, once again, the ion bunch is split into two parts. In this case,
however, the chopping takes place at the entrance of the lift tube
as illustrated in Fig. 4(b). Now, the front part of the pulse is located
within the ion lift at tlift, whereas the rear part has not yet entered the
tube. As the voltage U lift is applied to the lift tube, the front part is
reduced in potential and is decelerated after leaving the ion lift (ion
bunch outlined in blue). However, when the front part enters the
ion lift, it registers a static negative voltageU lift at the lift tube, which
accelerates the ions. As a consequence, these ions have higher kinetic
energy within the ion lift (ion bunch outlined in red), which is

FIG. 4. Ion current measurement of the bunch presented in Fig. 3 after passing
the ion lift using a fixed voltage Ulift = −4 kV. Depending on the timing, the ion lift
cuts the bunch into two parts. In (a) and (c), the voltage is applied delayed and not
all of the ions are decelerated resulting in a splitting of the bunch. In (b) and (d),
only the later part is decelerated as intended, while the first part of the bunch is
accelerated due to the negative potential of the ion lift. This leads to a bunching
of the ions. Timings between (c) and (d) 6.9 �s ≤ tlift ≤ 7.4 �s give the range for
optimal operation timings.
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reduced after leaving the lift tube until the ion bunch finally reaches
its initial kinetic energy upon hitting the target (ion bunch outlined
in black). Due to a constant difference in kinetic energy �E = q ⋅U lift
between the front and the rear part along the entire path between
the entrance of the ion lift and the target, the rear part of the ion
bunch catches up with the front part, which is also observable in the
current measurements shown in Fig. 4(d). Starting at tlift = 6.8 �s,
one can see a shift of the right flank of the curve toward smaller tflight
with a simultaneous formation of a small additional rise on top of
the current curve (best visible for tlift = 6.6 �s at tflight = 10.4 �s). This
is the aforementioned rear part of the ion bunch, which catches up
with the front part. For decreasing tlift, the number of ions located
within the ion lift during switching of the lift tube decreases until,
finally at tlift < 5.1 �s, the complete ion bunch is located in front of
the lift.

These results demonstrate that the correct operation of the ion
lift requires an optimal timing of the switching. This optimum can be
inferred from the measurements presented above to be in the range
of 6.9 �s ≤ tlift ≤ 7.4 �s. With this optimized timing scheme, we can
now proceed to demonstrate that the ion lift can be used to deliver
pulses of highly charged ions with a given charge state and with vari-
able kinetic energy. As an example, we present data from a Xe40+ ion
pulse with an initial kinetic energy of 260 keV (gray data in Fig. 5).
The ion lift switching time was set to tlift = 6.9 �s, and the lift volt-
age was varied in the range of −6 kV ≤ U lift ≤ 6 kV, resulting in
a deceleration (blue curves) down to 45 keV and acceleration (red
curves) up to 475 keV, respectively. For all parameters, the complete
pulse is affected and a sufficiently large ion current can be mea-
sured in the Faraday cup at the sample stage. Note that the arrival

FIG. 5. Ion–current measurement as a function of the time of flight of the ion
bunch for various ion lift potentials. The pulse structure is again presented in gray
with a kinetic energy of 260 keV. For increasing potential Ulift , a slight shift of the
bunch toward smaller times of flight can be observed (red). In blue, the deceler-
ated bunches are shown, which are strongly shifted toward longer times of flight.
This non-linear shift results from the E−1/2 dependence of the time of flight on the
kinetic energy.

time of the pulse shifts and changes in its temporal shape occur on a
timescale of �s. For experiments accessing data on similar timescales,
these effects have to be taken into account, as will be discussed
below.

C. Sample stage
Within the irradiation chamber, a sample stage and a Fara-

day cup (FC) are mounted on a five-axis manipulator (VG Scienta)
movable in all three directions and rotatable around two axes. The
Faraday cup is an important feature of the setup because, for quan-
titative analysis, the measured signal has to be normalized to the
number of primary ions. To this end, the Faraday cup is covered
by two metal apertures. The top one is on ground potential and has
a circular opening with a diameter of 1 mm, into which the ion beam
is focused. The second one directly above the cup has a slightly big-
ger opening and is on the negative potential to prevent secondary
electrons from leaving the cup. In this way, only electrons that are
needed to neutralize the HCIs are detected in the cup.

We use modified Omicron holders as sample holders as they
allow the addition of apertures with various openings and a sample
size of 9 × 9 mm2 with a thickness of up to 2 mm. Since the sample is
always attached directly to the aperture, the sample surface position
is very well defined. The exact positioning of the sample is impor-
tant for the time of flight mass spectrometry, and to ensure this, we
have two cameras viewing the sample under different angles (col-
ored red in Fig. 1). One is positioned at the irradiation chamber (6)
and the second behind the magnet (2) looking through the beamline
onto the sample. In addition, a red-light alignment laser is pointing
through the spectrometer onto the sample. The time of flight mass
spectrometry measurements have to be conducted with the sample
tilted by 45○ with respect to the ion beam. To ensure correct cur-
rent measurements, despite this geometrical limitation, we have two
options. We can either use an aperture for the FC with an elliptical
opening, the size of which is such that, when turned, the same cir-
cular section of the beam hits the sample as detected by the cup. As
an alternative, a new manipulator head was designed as shown in
Fig. 6. The left drawing gives an overview of the manipulator+s head
with two FCs—with again two apertures each—on the top and the
sample positioned on the electrically insulated bottom. The two FCs
allow the measurement of the ion current both under 90○ and 45○
with respect to the HCI beam, as shown in the middle of Fig. 6. Also,
the sample position has an opening at the back, allowing the inves-
tigation of freestanding samples (mounted on TEM grids) without
any contribution from backscattered particles. Note that FCs and
sample apertures are also mounted in the same plane, enabling us
to switch between both positions with minimal movement of the
manipulator.

For cleaning sample surfaces, our setup is equipped with an
ion gun for Ar+ sputtering and a heating stage. In addition to the
conventional cleaning procedure such as sputtering and heating, we
have equipped our setup with a 445 nm high power diode laser21 to
implement a laser cleaning process. Good results with graphene21,22
and very promising first tests with single layer MoS2 in our labo-
ratory confirm that laser cleaning is an excellent and time saving
alternative, in particular, for—but not limited to—2D materials in
UHV setups.
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FIG. 6. New design of the manipulator+s head. The top part includes two Faraday
cups to measure the ion current under both 90○ and 45○ with respect to the ion
beam. The sample position on the bottom part is electrically insulated from the rest
of the manipulator and has an opening in the back.

D. Time-of-flight mass spectrometer
For the analysis of sputtered neutral and ionized particles,

a home-built reflectron time-of-flight (ToF) mass spectrometer,
described in detail elsewhere,23,24 was mounted to the analysis cham-
ber. The ToF spectrometer is positioned at 45○ with respect to the
incident HCI beam. During ameasurement, the sample is positioned
orthogonally to the ion optical axis of the spectrometer so that the
projectiles hit the sample at 45○ with respect to the sample surface
normal. Ionized particles emitted from the surface are extracted by
pulsing the sample potential from the ground to 1250 V using a very
fast HV switch (Behlke HTS31-03-GSM) with a rise time of about
21 ns.With our setup, not only the positive or negative ionized emit-
ted particles can be detected (Secondary Ion Mass Spectrometry,
SIMS) but also the neutral part of emitted particles can be post-
ionized by a pulsed 157 nm excimer laser (Coherent ExciStar XS
500) and analyzed subsequently (Secondary NeutralMass Spectrom-
etry, SNMS). The laser is operated with a frequency of up to 500 Hz
and has maximum pulse energy of 3 mJ. Using a CaF2 lens, the laser
beam is aligned 1 mm above and parallel to the surface and focused
to a spot diameter of about 0.5 mm. Ionized particles that enter the
ToF spectrometer are detected by a dual microchannel plate (MCP)
in chevron configuration, operated at 2000 V. The front of the stack
is kept on the ground potential to ensure that positive and neg-
ative ions hit the detector with the same kinetic energy of about
1.2 keV. The MCP signal is digitized using a Signatec PDA 1000
digitizer board. This type of mass spectrometer allows simultane-
ous investigation of small mass particles as well as large organic
molecules with mass up to several thousand atomic mass units.
Ions that start at different distances from the sample surface can be
focused to a sharp time peak with amass resolution (m/�m) of about
500 due to the reflection inside the ToF spectrometer.

The ToF measurements are performed with pulsed extraction,
and the mass spectra are acquired at different extraction delays rela-
tive to the primary ion pulse impinging on the surface. This delayed
extraction is necessary because the emitted particles need time to
reach the laser volume to be ionized before they can be extracted by
the sample potential. The volume above the sample from which ions
can contribute to the signal will be called sensitive volume in the fol-
lowing. The mass spectra are acquired at different extraction delays
to collect particles with different emission velocities due to either the
mass of a particle or its emission energy.

This is shown in Fig. 7, where the hydrogen (m = 1 amu) peak as
the first signal we detect in each SNMS spectrum and the strontium
(m= 88 amu) peak as a heavier particle that represents the sample are
presented. The spectra were measured during irradiation of single-
crystalline SrTiO3(100) with Xe40+ ions with a kinetic energy of 260
keV as a function of the extraction delay. To optimize the signal-to-
noise ratio, each spectrum was measured with 250 repetitions, and
the average signal has been evaluated. The first cycle was collected
before the primary ion beam hits the surface. Then, the extraction
delay has been shifted in steps of 100 ns toward longer delays until
the last cycle has been collected 2.5 �s after the first primary ions hit
the surface.

The hydrogen signal has its maximum intensity at an extraction
delay of 0 ns while the strontium reaches its maximum intensity after
800 ns. As expected, the heavier strontium particles reach the sensi-
tive volume of the spectrometer at later extraction delays than the
hydrogen particles. However, not only the position of the maximum
signal differs but also the time span during which its signal is present
in the spectra.

The plot in Fig. 7 can be simplified by integrating the signal
over a specific mass. This area is then proportional to the number of
particles of a given species, which were detected with the MCP. This
is demonstrated in Fig. 8, where the intensity is shown as a function

FIG. 7. Measured hydrogen SIMS and strontium SNMS peak resulting from irradi-
ation of SrTiO3(100) with Xe40+ ions shown as a function of the extraction delay.
The hydrogen peak reaches its maximum signal at earlier extraction delays than
the heavier strontium peak.
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FIG. 8. Determined intensity of the hydrogen SIMS and strontium SNMS peaks
presented in Fig. 7 in dependence of the extraction delay of the respective spectra.
Each dot gives the integrated intensity of one peak with the same color code as
in Fig. 7. The Gaussian fit of the H intensity gives a rough estimate of the primary
HCI pulse.

of the extraction delay. The H and Sr peaks of each spectrum pre-
sented in Fig. 7 have been integrated to determine the intensity. The
same color code as in the previous figure identifies each peak. The
full width at half maximum of the hydrogen peaks (here, 200 ns) is
a good indicator for the width of the primary ion pulse. The flight
time of a hydrogen atom with a kinetic energy of 1 eV across the dis-
tance of 1 mm is around 72 ns. As the lightest detected particle in the
absence of electrons, it is therefore also used to determine the zero
point for the flight time tf of neutral particles. This method to deter-
mine the zero point is compared to electron measurements with the
Faraday cup and discussed in detail by Herder et al.25 Note that
because the stage delay steps of 100 ns are very big compared to the
width of the H signal of 200 ns, the zero time cannot be determined
without a significant error. Therefore, we abstain from deriving a
velocity distribution suitable for a detailed analysis from this exem-
plary data, but it may still serve as an example for the principle, as we
detect a general change in the flight time distribution. For example,
an increased intensity at later extraction delays means that there are
more particles with a low velocity even if we cannot determine their
exact kinetic energy.

The conversion of the flight time distribution S(tf) into a veloc-
ity distribution f (v) via the transformation f (v)∝ S(tf) × tf has been
described before.26,27 To obtain data suitable for quantitative analy-
sis of the velocity distribution, several parameters can be optimized,
e.g., the distance between the sample surface and the laser pulse used
for the post-ionization (see Ref. 25) and the duration of the primary
ion pulse that can be achieved with our deflection unit as described
earlier (see Table II). However, both measures lead to a significant
signal decrease and must therefore be carefully balanced. Also, it is
advantageous to investigate heavier species, because the error of the
primary ion pulse width is less influential at lower velocities or larger
delays.

III. RESULTS
Here, we present the first results obtained with our HICS setup.

As shown earlier, we can select the potential and kinetic energy of
the projectiles independently of each other and we will discuss two
sets of data, one obtained with variable potential energy and at fixed
kinetic energy and a second one obtained with two different kinetic
energies but identical charge states. Finally, we present as the first
result a velocity distribution of particles emitted from a single layer
of MoS2.

We begin with SIMS data obtained from a single crystal of
SrTiO3 irradiated with Xe ions at a fixed kinetic energy of 260 keV
with charge states ranging from 26+ to 40+. For each charge state, a
primary ion pulse of 2 �s was used. The area under each peak cor-
responding to 88Sr+ ions was summed up, divided by the number
of repetitions and primary ions per pulse. In Fig. 9, the normalized
(with respect to the primary ion current) intensity of 88Sr+ ions emit-
ted during irradiation is shown as a function of the potential energy
of the primary ions.

The normalized intensity of the strontium ions sputtered by Xe-
ions with a potential energy between 8 keV and 15 keV is almost
constant (the slope of the green line is 0.05 keV−1) at a value of 1.
In contrast, the intensity of 88Sr+ ions sputtered by Xe-ions with
higher charge states increases significantly and reaches a value as
high as 7.3 for Xe40+. Using a linear fit to evaluate the higher charge
states, a slope of 0.27 keV−1 has been determined. From the differ-
ent slopes in Fig. 9, one can derive a threshold of 16.1 keV beyond
which the potential energy has a significant influence on the sput-
ter yields of Sr+ ions. This is in agreement with results from El-Said
et al.28 obtained by scanning force microscopy on irradiated SrTiO3.
Based on the irradiation with HCI (q = 28–37) of kinetic energy
of 4.5 ⋅ q keV, their work predicts a potential energy threshold for
nano-hillock formation between 15.4 keV and 30.4 keV. Our results
demonstrate that first of all, both the increase in particle emission
and the formation of nano-hillocks exhibit the same potential energy

FIG. 9. Signal yield of 88Sr+ secondary ions per primary ion as a function of
the potential energy of the primary ion. Error bars indicate the error in the
measurement of the HCI current.
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threshold. This leads to the important conclusion that the forma-
tion of nano-hillocks on SrTiO3 is therefore always accompanied
by the emission of particles. Second, the good agreement with SFM
measurements validates the new method presented here. In con-
trast to SFM, it is much quicker, more sensitive, and is operated
in-operando, which makes it a useful and efficient tool to determine
the dependence of the defect mechanism on the primary ion energy.

As a second example, we present data obtained with a fixed
charge state and with variable kinetic energy. For these experiments,
a molybdenum disulfide (MoS2) bulk crystal has been prepared by
removing the upper layer with 3M tape. This procedure is known
to yield a clean, atomically flat surface, and therefore, no further
cleaning has been done in situ. After introducing the sample into
the chamber via the load-lock, SNMS-spectra with different extrac-
tion timings were taken during the irradiation with Xe40+ ions (Epot
= 38.5 keV) with a kinetic energy of 5 keV and 260 keV, respec-
tively. In Fig. 10, the sums of all SNMS spectra taken for the two
cases are shown. Because it is difficult to derive absolute yields from
SNMS/SIMS spectra, we will discuss in the following only the ratios
of mass peaks obtained with different ion beams. To further simplify
comparisons of these ratios, the sum spectra have been normalized
to the molybdenum signal.

Bothmass spectra clearly show the typical pattern ofMoS2 con-
sists of themolybdenum isotopes atmasses 92 amu–100 amu and the
sulfur S2 clusters at masses 64 amu. Note that typically no mono-
atomic sulfur signal is detected. The more prominent peaks appear-
ing at lower masses can be attributed to hydrogen, carbon, and
their compounds, which are typical contaminations. Due to their
high sputter probability, these contaminants are easily detected, and
their apparent abundance should not be misinterpreted as a surface
completely covered with adsorbates. However, these data show that
obtaining a sufficiently clean surface remains an issue to be solved.

When comparing the spectra obtained with the slow (5 keV)
HCI with the ones obtained with HCI at 260 keV, the most obvious

FIG. 10. SNMS spectra of bulk MoS2 irradiated with Xe40+ projectiles with a kinetic
energy of 5 keV and 260 keV, respectively, each normalized to the Mo signal.
The graph shows the increased surface sensitivity of the slow projectile—through
the increased signal from adsorbates—as well as a changed ratio between the
S2-cluster and the Mo-particles.

feature is the increase of the peaks stemming from contaminations.
These elements are likely to occur only at the surface, which tells
us that the sensitivity toward surface contaminations is apparently
higher for slow projectiles. From the ratios alone, we can however
not determine whether only the signal from these adsorbates has
increased or whether the molybdenum signal (to which the spectra
are normalized) has decreased. In addition, the beam of slow ions is
not as well focused and therefore may also sputter some additional
contaminations from the aperture, which is mounted directly above
the sample (see Sec. II C). This latter uncertainty is typical for the
ubiquitous carbohydrates but is negligible for sulfur, which is absent
in the aperture. Our data reveal that the ratio of the sulfur peaks is
significantly enhanced by a factor of 3.4 for the slower HCI as well.
The basal plane of MoS2 is terminated by a layer of sulfur atoms, and
it is therefore very likely that indeed the SNMS signal for slower pro-
jectiles originates predominantly from the uppermost layers while
the faster projectiles generate particle emission mostly from deeper
layers.

Our findings are perfectly in line with simulations by Lemell
et al. on HCI irradiation of CaF2.29 They have simulated the energy
deposition into the target based on electron transport and showed
that temperatures are generated at the impact site, which are suffi-
ciently high to drive a solid–liquid phase transition. The extension
and, in particular, the depth of the affected volume depends strongly
on the kinetic energy of the projectile. The deposition depth is basi-
cally limited to a very surface near region (∼1 nm) for slow highly
charged ions. However, while this suggests that the primary mech-
anism for particle emission due to HCI irradiation is related to this
phase transition, the mechanism is, in fact, still under discussion.
In order to test if the emission is indeed related to a temperature
increase, we use our setup to look into the velocity distribution of
the emitted particles.

As our final example, we present data from an SNMS-
measurement on 2D MoS2 irradiated with Xeq+ primary ions with
a kinetic energy of 5 keV in Fig. 11. Both graphs are normalized

FIG. 11. (a) Determined signal per HCI by Xe28+ and Xe33+ primary ions in depen-
dence of the extraction delay of the measured spectra. Each dot gives the inte-
grated intensity of one 98Mo peak while the lines show the smoothed development
of the signal. The data converted into a velocity distribution is shown in (b). Both
graphs show an increase in slow particles for the higher charge state.
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to the primary ion count, and therefore, the two charge states can
be easily compared. The intensity in (a) is determined by integrat-
ing over the peak of the 98Mo isotope for each extraction delay. As
described earlier, we used the hydrogen signal to determine the zero
point of the extraction delay. Already in this visualization, the dif-
ference between the two charge states 28+ and 33+ is apparent as
there seems to be a second contribution for the higher charge state
at later extraction delays. In Fig. 11(b), we present the result of the
conversion of this data into a velocity distribution. The previous
observation of a second contribution due to the higher charge of the
projectile can again be clearly identified. The green curve (28+) has
its maximum at around 1500 m/s, while the red curve (33+) only
shows a shoulder at this velocity. Most of the particles emitted due
to the irradiation with the 33+ primary HCI have a velocity of less
than 1000 m/s, which would correspond to kinetic energy of around
0.16 eV. A similar experiment was recently performed by Herder
et al. with our setup using a clean indium surface as target.25 The
irradiation was performed with Xeq+ ions with different charge
states at a fixed kinetic energy of 20 keV. Also, there is a striking
contribution of very slow particles for higher projectile charge states
was observed. These at first glance counter-intuitive results demon-
strate the potential of our setup to shed new light on the ion–solid
interaction mechanisms.

IV. SUMMARY AND OUTLOOK
We have presented the design and operating principle of our

HICS setup to investigate the interaction of HCI with surfaces
using time-of-flight secondary ion and neutral mass spectrome-
try. The key feature of the beamline is the ion lift enabling us
to de-accelerate and accelerate HCI after their extraction from
the ion source. The improved compatibility of the stage with
freestanding samples and the method of laser cleaning paves
the way to promising studies of 2D materials and their novel
applications.

The full control over the ion pulse length in combination with
the post-ionization and the delayed extraction scheme offers the
unique possibility to study velocity distributions of HCI-induced
particle emission. The independent control of kinetic and potential
energy, respectively, allows us to investigate the different interac-
tion mechanisms and to establish threshold values. Furthermore,
with respect to defect engineering, irradiation parameters can be
optimized, for example, for either maximum efficiency or minimum
damage.
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